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OverviewOverview
•• Is Drug Development A House of Cards?Is Drug Development A House of Cards?
•• How Do We Plan the Work, and Work the How Do We Plan the Work, and Work the 

Plan?Plan?
•• The Clinical Trials Simulation System The Clinical Trials Simulation System 
•• The Statistics of the SystemThe Statistics of the System
•• Running the ApplicationRunning the Application
•• ExamplesExamples
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Is Drug Development Is Drug Development 
A House of Cards?A House of Cards?



Is Drug Development A House of Cards?Is Drug Development A House of Cards?

The industry will needs to The industry will needs to 
reduce the cost of drug reduce the cost of drug 
development by over development by over 
40%.40%.

Kenneth Kenneth KaitinKaitin, PhD, PhD
Director, Tufts Center Director, Tufts Center 

for Study of Drug Development, for Study of Drug Development, 
Tufts UniversityTufts University
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Many Drugs Fail In Clinical Many Drugs Fail In Clinical 
Development! Why?Development! Why?

•• Inappropriate choice of diseaseInappropriate choice of disease
•• Incorrect selection of the drug dose and scheduleIncorrect selection of the drug dose and schedule
•• Poor target validation or lack of biological activityPoor target validation or lack of biological activity
•• Not wanting to announce the Not wanting to announce the ““bad newsbad news”” nownow
•• Framing the problem too narrowly to bring it inside the Framing the problem too narrowly to bring it inside the 

comfort zonecomfort zone
•• Being attached to Being attached to ‘‘sunk costssunk costs’’
•• Assuming no uncertainty in potential outcomesAssuming no uncertainty in potential outcomes
•• Conspiracy of optimismConspiracy of optimism
•• Not seriously involving the right peopleNot seriously involving the right people
•• Making decisions aloneMaking decisions alone
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How Do We Plan the Work, How Do We Plan the Work, 
and Work the Plan?and Work the Plan?



9
TM

The Fifth Discipline: The Art & Practice The Fifth Discipline: The Art & Practice 
of the Learning Organization of the Learning Organization 

by Peter M. by Peter M. SengeSenge

•• Team learningTeam learning
•• Building shared visionBuilding shared vision
•• Mental modelsMental models
•• Personal mastery Personal mastery 
•• Systems thinkingSystems thinking
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TechnologyTechnology’’s Emerging Role in s Emerging Role in 
Clinical TrialsClinical Trials

To make product development more predictable To make product development more predictable 
and efficient:and efficient:
•• Streamlining clinical trials (Clinical trial simulations, Streamlining clinical trials (Clinical trial simulations, 

Adaptive methods, Modeling, Enrichment designs)Adaptive methods, Modeling, Enrichment designs)
•• Biomarkers (genomics, proteomics, metabolomics, Biomarkers (genomics, proteomics, metabolomics, 

safety, personalized medicine)safety, personalized medicine)
•• BioinformaticsBioinformatics
•• New imaging techniquesNew imaging techniques
•• Disease modelsDisease models
•• But, translational sciences have been relatively slow But, translational sciences have been relatively slow 

to embrace new technologiesto embrace new technologies
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Successfully Implementing Modeling Successfully Implementing Modeling 
and Simulation Strategiesand Simulation Strategies

•• Using results to train teams and sitesUsing results to train teams and sites
•• Clinical development process (from phase I to Clinical development process (from phase I to 

phase III registration trials)phase III registration trials)

•• Interdisciplinary approach between clinical Interdisciplinary approach between clinical 
pharmacologists, pharmacokineticists, pharmacologists, pharmacokineticists, 
statisticians, project planners and key decision statisticians, project planners and key decision 
makers on a project teammakers on a project team
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Clinical Drug Development as Rational Clinical Drug Development as Rational 
ModelModel--Based Scientific DisciplineBased Scientific Discipline

While the far future of scientific drug While the far future of scientific drug 
development is difficult to predict, successful development is difficult to predict, successful 
advancement and integration of clinical trial advancement and integration of clinical trial 
simulation lead to a daring prediction: in the simulation lead to a daring prediction: in the 
not so distant future, most clinical trials will be not so distant future, most clinical trials will be 
virtual virtual –– only a few actual trials will be only a few actual trials will be 
undertaken.  These few human trials will be undertaken.  These few human trials will be 
designed to inform simulation models and to designed to inform simulation models and to 
confirm model prediction.confirm model prediction.

Carl Peck, MD*Carl Peck, MD*

* ““Simulation for Designing Clinical TrialsSimulation for Designing Clinical Trials””
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Problems Amenable to Grid Problems Amenable to Grid 
ComputingComputing

•• When you have When you have ……
–– Replicates of Fundamental tasks Replicates of Fundamental tasks 
–– Fundamental tasks are time consuming, Fundamental tasks are time consuming, 

lots of replicateslots of replicates
•• Then grid computing is idealThen grid computing is ideal
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For Clinical Trials SimulationFor Clinical Trials Simulation

•• Fundamental task: Each data set generation, Fundamental task: Each data set generation, 
evaluation of evaluation of ““successsuccess”” criteriacriteria

•• Replications = SimulationsReplications = Simulations
•• Each task is timeEach task is time--consumingconsuming

–– Many variablesMany variables
–– Many calculations: Principal components, Many calculations: Principal components, 

nonlinear least squares fitsnonlinear least squares fits
–– Sorts, transposes, reshapes on 1000Sorts, transposes, reshapes on 1000’’s of s of obsobs
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The Clinical Trials The Clinical Trials 
Simulation SystemSimulation System



Overview of SystemOverview of System

N(0,1) variables having
Kronecker correlation 

structure for all 
endpoints×timepoints

Distribution filters: 
normal, lognormal, mixture, 
binary, ordinal, survival)
+
(means, SDs, mixing 
values, response rates)

“Ideal data set” with 
specified 

distribution forms

Dropout mechanism
&

compliance effects

Simulated 
Outcome Data

Simulation 
and 

Optimization

Data processing:
Transformation, 

imputation, modeling, 
statistical evaluation of 

success criteria
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System RequirementsSystem Requirements

• The system requires at least a client (or local machine), 
and optionally, host machines (for grid runs).

• The system requires SAS/Windows for the client (local) 
machine with Version 9 or higher, (the system runs with 
partial functionality under Version 8), including 
SAS/BASE, SAS/STAT, and SAS/AF for local runs. 
SAS/GRAPH is desirable as well, but not necessary.

• For grid runs, SAS/CONNECT is also needed for client 
and hosts, and SAS/BASE, SAS/STAT are needed on 
the hosts, but can be in any operating system.



The SAS GridThe SAS Grid
3
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The Statistics The Statistics 
of the Systemof the System
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Our Approach to Our Approach to 
Clinical Trials SimulationClinical Trials Simulation

•• Not using PK/PD models directlyNot using PK/PD models directly
•• Our goal: simulate realistic data setsOur goal: simulate realistic data sets

–– Flexible covariance structures Flexible covariance structures 
–– Flexible mean structures, inc. natural history and Flexible mean structures, inc. natural history and 

placebo effectsplacebo effects
–– Compliance effects Compliance effects 
–– Informative dropout mechanismsInformative dropout mechanisms
–– Historical and a priori inputsHistorical and a priori inputs
–– Emphasis on Phase II/III design Emphasis on Phase II/III design 
–– Statistical emphasisStatistical emphasis



The Simulated DataThe Simulated Data

Endpoints-> …
Timepoints-> 1 2 … t 1 2 … t … 1 2 … t

PAT Dose
0001 Pbo 9.7 8.7 … 11.3  11.7 7.8 … 11.1 … 9.3 8.3 … 9.2
0002 Pbo 9.7 9.6 … 9.9  9.5 12.0 … 12.4 … 11.7 8.4 … 11.9
… … 8.6 9.2 … 9.6  10.0 9.7 … 8.3 … 7.4 11.4 … 10.8

0200 High 10.7 10.3 … 9.8  10.6 10.1 … 11.9 … 10.1 10.8 … 9.1

1 2 p



Simulation Model for Simulation Model for 
Patient*Endpoint Data,Patient*Endpoint Data, II

Step 1Step 1:  For carryover effects, create AR(1) (:  For carryover effects, create AR(1) (ρρ) ) 
series:series:

ZZ11 = = ρρ ZZ00 + (1+ (1-- ρρ))½½ εε11
……
ZZTT = = ρρ ZZTT--11 + (1+ (1-- ρρ))½½ εεTT

where Zwhere Z00, , εε11, , ……, , εεTT are are iidiid N(0,1)N(0,1)
The {The {ZZii} series is first} series is first--order autoregressive with order autoregressive with 
parameterparameter ρρ..



Simulation Model for Simulation Model for 
Patient*Endpoint Data,Patient*Endpoint Data, IIII

Step 2Step 2:  For subject effects::  For subject effects:

ZZtt = = θθ1/21/2S + (1 S + (1 −− θθ))1/2 1/2 εεtt , t=1,, t=1,……,T,T

where S is N(0,1) where S is N(0,1) indind. of AR(1) {. of AR(1) {ZZtt} series.} series.

θθ = within subject correlation= within subject correlation



Correlation Structure Within Correlation Structure Within 
Patient*EndpointPatient*Endpoint

2 3
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Correlation Between EndpointsCorrelation Between Endpoints
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Assumed Correlation Between All Assumed Correlation Between All 
Endpoints and TimepointsEndpoints and Timepoints
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Note: Kronecker structure is assumed



Summary: Correlation Structure Summary: Correlation Structure 
InputsInputs

θθ = within subject correlation= within subject correlation
ρρ = time carryover (AR(1) parameter)= time carryover (AR(1) parameter)
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Distribution FiltersDistribution Filters

•• All random variables are constructed from the All random variables are constructed from the 
correlated N(0,1) : correlated N(0,1) : 
–– Normal  Normal  
–– Mixture Mixture 
–– LognormalLognormal
–– SurvivalSurvival
–– BinaryBinary
–– Ordinal (k)Ordinal (k)



Mean Structure InputsMean Structure Inputs
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Mean Structure Mean Structure MM(g(g)) SpecificationSpecification

•• Can come fromCan come from
–– PK/PD modelsPK/PD models
–– Early phase dataEarly phase data
–– Studies on similar compoundsStudies on similar compounds

•• To simplify To simplify –– specify a small number of specify a small number of 
xx--coordinates, specify means for each coordinates, specify means for each 
group, use piecewise linear interpolationgroup, use piecewise linear interpolation



Mean StructuresMean Structures
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Mixture DistributionMixture Distribution

•• For each endpoint i, input contamination For each endpoint i, input contamination 
fraction pfraction pii, and ratio , and ratio rrii of contaminated to of contaminated to 
normal normal stdevsstdevs..

ZZigtigt←←I(UI(U≥≥ppii)Z)Zigtigt/(1/(1--ppii+p+piirrii
22))½½ +I(U+I(U<<ppii)r)riiZZigtigt/(1/(1--ppii+p+piirrii

22))½½

•• Otherwise same as for normalOtherwise same as for normal
•• Correlations maintained among contaminated Correlations maintained among contaminated 

variables with common fractions, otherwise variables with common fractions, otherwise 
attenuated; means and attenuated; means and stddevsstddevs identicalidentical



Discontinuation ModelDiscontinuation Model

-3

0

3

-3 0 3

Efficacy

Sa
fe

ty

Stay in study

Drop out of
study



Misery IndicesMisery Indices
Safety Misery IndexSafety Misery Index
SStt = average of safety endpoints= average of safety endpoints11 at time t at time t 

Efficacy Misery IndexEfficacy Misery Index
EEtt = average of efficacy endpoints= average of efficacy endpoints11 at time tat time t

Combined IndexCombined Index
IItt = (safetyweight)*S= (safetyweight)*Stt + (1+ (1--safetyweight)*Esafetyweight)*Ett

11 All using the basic variables, All using the basic variables, reversereverse coded so that coded so that 
higher is worsehigher is worse



Cumulative Misery IndexCumulative Misery Index

Cumulative misery index is defined recursively asCumulative misery index is defined recursively as

CICI11 = I= I11
CICI22 = I= I22 + (1+ (1--recency)*CLrecency)*CL11
……
CICItt = I= Itt +  (1+  (1--recency)*CLrecency)*CLtt--11
……

RecencyRecency = 1  implies local index= 1  implies local index
RecencyRecency = 0 implies cumulative index= 0 implies cumulative index
RecencyRecency between 0 and 1 weights recent history between 0 and 1 weights recent history 
higherhigher



The Dropout ModelThe Dropout Model

•• Dropout thresholds pDropout thresholds p00, p, ph,h, pp11,,……,,ppGG are are 
specifiedspecified

•• A given patient is in group g, and has data A given patient is in group g, and has data 
at time points t = 0,1,at time points t = 0,1,……,T.,T.

•• As soon as As soon as CICItt exceeds the 1exceeds the 1-- ppgg quantilequantile
of the distribution of of the distribution of CICItt, the patient drops , the patient drops 
out. out. 



Noncompliance DataNoncompliance Data
•• WithinWithin--Patient Patient ProbitProbit model for % compliancemodel for % compliance
•• Generate Generate ZZtt ==θ θ ½½ ZZ00 + (1+ (1-- θθ))½½ εεtt, t=1,, t=1,……,T, with Z,T, with Z00, , 

εε11,,……, , εεTT iidiid N(0,1)N(0,1)
•• UUtt = = φφ1/2 1/2 ZZtt

-- (1(1--φφ))1/2 1/2 CICItt ; ; φφ = correlation of random = correlation of random 
noncompliance with cumulative misery indexnoncompliance with cumulative misery index

•• Compliance = pCompliance = ptt = = ΦΦ((a+bUa+bUtt))
•• a, b, chosen to match usera, b, chosen to match user--specified median and specified median and 

1010thth percentile of compliancepercentile of compliance
•• Allowed to differ by treatment groupAllowed to differ by treatment group



Noncompliance ModelNoncompliance Model
•• HolfordHolford and Peace (1992)and Peace (1992)
•• Lee et al. (2003)Lee et al. (2003)
•• Placebo group is also regressed toward Placebo group is also regressed toward 

natural history by noncompliance.  If natural natural history by noncompliance.  If natural 
history is not specified, the assumption is history is not specified, the assumption is 
that the dose groups regress towards that the dose groups regress towards 
placeboplacebo
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Outputs GoalsOutputs Goals
•• AnalysisAnalysis

–– JonckheereJonckheere--Terpstra trend analysisTerpstra trend analysis
–– ChiChi--squaresquare
–– CochranCochran--ArmitageArmitage
–– Cox proportional hazards analysisCox proportional hazards analysis
–– ANOVA or ANCOVA followed by LS means pairANOVA or ANCOVA followed by LS means pair--wise wise 

comparison with different multiple comparison adjustmentscomparison with different multiple comparison adjustments
–– ResamplingResampling
–– BayesianBayesian

•• DisplayDisplay
–– Summary of rejecting and accepting the null hypothesesSummary of rejecting and accepting the null hypotheses
–– Graph of power function using a series of sample sizesGraph of power function using a series of sample sizes
–– Summary of basic statisticsSummary of basic statistics
–– Summary of simulation conditionsSummary of simulation conditions



Technical Report Containing Technical Report Containing 
Mathematical DetailsMathematical Details

Clinical Trials Simulation: A Statistical Approach
Peter H. Westfall1, Kuenhi Tsai2, Stephan Ogenstad3, Alin

Tomoiaga1, Miles Dunn2, Yonggang Lu1

1 Texas Tech University
2 Vertex Pharmaceuticals

3 Statogen Consulting, LLC
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Running the ApplicationRunning the Application



Frame 1: Starting the systemFrame 1: Starting the system



Frame 2: Local or grid runsFrame 2: Local or grid runs



Frame 3: Input of Clinical Trial Frame 3: Input of Clinical Trial 
ParametersParameters



Frame 4: Compliance and Dropout Frame 4: Compliance and Dropout 
mechanismsmechanisms



Frame 5: Number of timepoints, Frame 5: Number of timepoints, 
endpoint and timepoint correlation dataendpoint and timepoint correlation data



Frame 6: Endpoint SpecificationsFrame 6: Endpoint Specifications



Frame 5Frame 5’’: Final actions: Final actions
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ExamplesExamples
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Examples 1 Examples 1 -- 33

The following three examples were 
analyzed using the system, and show a 
sample of what is possible. The scope of 
applications is much broader than the 
small sampling shown here.



Sample Size AllocationSample Size Allocation
• Rheumatoid arthritis drug, with the binary outcome ACR20 as the 

primary endpoint, and Control, Low, Mid, and High doses. 
• ACR20 response rates are 30%, 50%, 60% and 70%, respectively, 

and that patient dropout rates are 5%, 10%, 15%, and 20%, 
respectively. 

• Chi-Square Dose/placebo tests, using the fixed sequence multiple 
comparisons method (High dose first, then Mid dose, then Low 
dose, tested in order until one fails to achieve significance.)

• Total number of patients is 200, and the question is, how to allocate 
them among the groups? 

• Elements that make this problem require simulation (rather than 
analytical results)
– the use of Chi-Square tests, whose mathematical distributions are 

asymptotic rather than exact in finite samples, 
– the dropout issue, and 
– the use of fixed sequence tests, whose power functions depend on joint 

distributions rather than marginal distributions.



Using the SystemUsing the System
20,000 simulated clinical trials per design (using the grid implementation)

0.4840.8340.97674,42,42,42

0.4520.8370.98580,35,40,45

0.4800.8350.97780,40,40,40

0.4260.8220.98195,30,35,40

0.4480.8000.966101,33,33,33

0.4650.8160.97350,50,50,50

Low DoseMed Dose High Dose Design 



Choice of TestChoice of Test

.58.98100,100

.40.8670,70

.41.6050,50

ACRACR2020OO’’BrienBrienDesignDesign



Choice of Design, Test, and Choice of Design, Test, and 
Duration of StudyDuration of Study



Type of AnalysisType of Analysis

0.980.980.980.980.950.950.840.840.860.860.900.900.900.900.780.788 wks 8 wks 
100, 100100, 100

0.800.800.820.820.730.730.580.580.590.590.660.660.670.670.510.518 wks 8 wks 
50, 5050, 50

0.570.570.590.590.510.510.410.410.430.430.480.480490490.360.368 wks 8 wks 
30, 3030, 30

0.990.990.990.990.970.970.890.890.900.900.930.930940940.830.8312 wks 12 wks 
100, 100100, 100

0.860.860.870.870.800.800.640.640.670.670.720.720.730.730.570.5712 wks 12 wks 
50, 5050, 50

0.650.650.670.670.580.580.470.470.480.480.540.540.550.550.410.4112 wks 12 wks 
30, 3030, 30

KK--WW
Diff Diff 

MedianMedian

KK--WW
Diff Diff 

MeanMean

KK--WWDifference Difference 
MedianMedian

Difference Difference 
MeanMean

ANCOVA ANCOVA 
MedianMedian

ANCOVA ANCOVA 
MeanMean

AOVAOV
DesignDesign
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Example 4: A Complex Input Example 4: A Complex Input 
SimulationSimulation

•• 9 end points9 end points
–– 1 mixture, 1 survival, 2 ordinal, 5 binary1 mixture, 1 survival, 2 ordinal, 5 binary
–– All endpoints are correlatedAll endpoints are correlated

•• 12 time points12 time points
•• 2 groups2 groups
•• 50 subjects in each group50 subjects in each group
•• 1000 simulations1000 simulations



CPU TimeCPU Time

18:0318:031:191:192.8 GHZ CPU2.8 GHZ CPU
1 GB RAM1 GB RAM

2020Texas TechTexas Tech

15:4615:4615:4515:452.8 GHZ CPU2.8 GHZ CPU
1 GB RAM1 GB RAM

11Texas TechTexas Tech

18:0318:034:404:402.8 GHZ CPU2.8 GHZ CPU
1 GB RAM1 GB RAM

44Texas TechTexas Tech

9:389:389:419:413 GHZ CPU3 GHZ CPU
4 GB RAM4 GB RAM

11VertexVertex

9:039:032:232:233 GHZ CPU3 GHZ CPU
4 GB RAM4 GB RAM

44VertexVertex

Cumulative Cumulative 
working working 

timetime

Elapsed timeElapsed time
(min:second)(min:second)

Computer Computer 
featuresfeatures

# of # of 
computerscomputers

SiteSite

Note: Elapsed time including waiting time
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ConclusionConclusion
•• The industry needs to be less riskThe industry needs to be less risk--adverse adverse 

to innovationto innovation
•• Clinical trial simulations is a collaborative Clinical trial simulations is a collaborative 

effort and one of the necessities, of great effort and one of the necessities, of great 
promise, to rational drug development in a promise, to rational drug development in a 
true sensetrue sense
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Thank You!Thank You!
sogenstad@statogensogenstad@statogen--consulting.comconsulting.com
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•• OetteOette. et al. (2006) Predictors of short. et al. (2006) Predictors of short--term success of antiretroviral therapy term success of antiretroviral therapy 
in HIV infection. JACin HIV infection. JAC
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Additional SlidesAdditional Slides
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-5 -3 -1 1 3 5

Good Data
5% Contaminant

Mixture Distribution:  5% contaminant;  Mixture Distribution:  5% contaminant;  StDevStDev Ratio = 10 Ratio = 10 
Mixture Mixture pdfpdf: Mean = 0, SD = 1, Kurtosis = 39.45: Mean = 0, SD = 1, Kurtosis = 39.45



Lognormal DistributionLognormal Distribution

•• For endpoint i, group g, timepoint t, input For endpoint i, group g, timepoint t, input medianmedian
values values mmigtigt, and , and baselinebaseline StdDevStdDev ssii for actual for actual 
datadata

•• WWigtigt →→ exp(exp(mmigtigt + + σσii′′ WWigtigt))

•• σσii′′ chosen so that StdDev{exp(chosen so that StdDev{exp(mmig0ig0 + + σσii′′ W)} = W)} = ssii

•• Input correlations refer to logged, not actual dataInput correlations refer to logged, not actual data



The Lognormal Density Function
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f(y
) μNormal =   0.5;  σNormal = 0.6 

μLognormal = 1.97;  σLognormal = 1.30



Binary DistributionBinary Distribution

•• Input probabilities Input probabilities ppigtigt ;  thresholds are;  thresholds are
ttigtigt ==ΦΦ--11(1(1-- ppigtigt))

•• WWigtigt →→ I( I( WWigtigt >> ttigtigt )  )  

•• Correlations refer to tetrachoric Correlations refer to tetrachoric 
correlationscorrelations



Binary ModelBinary Model
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0.5

-3 3Wigt = 0 Wigt = 1

Φ-1(1- pigt)



Ordinal Distribution (k levels)Ordinal Distribution (k levels)
•• Input means Input means mmigtigt and baseline probabilities and baseline probabilities 

ppi1i1,,……,,ppikik (m(mig0ig0 = 1= 1×× ppi1i1++……+k +k ×× ppikik).).

•• Baseline thresholds are Baseline thresholds are ttiill ==ΦΦ--11((ppi1i1++……++ppiill), ), 
ll=1,=1,……,k,k--1.1.

•• Solve for location shifts Solve for location shifts aagtgt: : 
mmigtigt = 1= 1××ΦΦ((tti1i1-- aagtgt) ) ++……+ k+ k××{1{1--ΦΦ((tti,ki,k--11-- aagtgt)})}

•• WWigtigt →→ 1 + I( 1 + I( WWigtigt >> tti1 i1 --aagtgt) + ) + ……+ + I(I(WWigtigt > > tti,ki,k--11-- aagtgt))

•• Correlations refer to Correlations refer to polychoricpolychoric correlationscorrelations



Ordinal ModelOrdinal Model

Wigt = 1 Wigt = 3Wigt = 20

0.5

-3 3

Φ-1(ti2-agt)Φ-1(ti1-agt)



Example: Piecewise Linear Mean ConstructionExample: Piecewise Linear Mean Construction
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Example 5Example 5

Estimating Treatment Effect in Clinical Estimating Treatment Effect in Clinical 
Trials with Disease Dependant NonTrials with Disease Dependant Non--
ComplianceCompliance
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NonNon--Compliance in GeneralCompliance in General
•• Definition: failure of patients to take Definition: failure of patients to take 

medicines in their prescribed mannermedicines in their prescribed manner
•• Consequences in health careConsequences in health care

–– Cost US economy $100 billion per year (Forum Cost US economy $100 billion per year (Forum 
on patient compliance 2002)on patient compliance 2002)

–– Increase morbidity and mortalityIncrease morbidity and mortality
–– NonNon--compliance ranges from 20% to 80% compliance ranges from 20% to 80% 

depending on the type of treatment (depending on the type of treatment (JaretJaret
2001)2001)
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NonNon--Compliance in Clinical TrialsCompliance in Clinical Trials

•• Departure from protocolDeparture from protocol
•• Often better than that seen in general Often better than that seen in general 

clinical practiceclinical practice
•• Affected by factors such as the duration of Affected by factors such as the duration of 

the treatment, the number of times a drug the treatment, the number of times a drug 
has to be taken per day, literacy, and has to be taken per day, literacy, and 
potential side effectspotential side effects
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GoalGoal

•• Investigate the nonInvestigate the non--compliance impact on compliance impact on 
treatment effect on 3 different therapeutic treatment effect on 3 different therapeutic 
areas based on published PD models or areas based on published PD models or 
datadata
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Characteristics of DiseasesCharacteristics of Diseases

•• Alzheimer: fast progressing diseaseAlzheimer: fast progressing disease
•• Rheumatoid Arthritis: slow progressing Rheumatoid Arthritis: slow progressing 

disease and strong placebo effectdisease and strong placebo effect
•• HIV: fast progressing and possible HIV: fast progressing and possible 

resistance to drugresistance to drug
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Assuming Compliance EffectAssuming Compliance Effect

•• Alzheimer (AL): Regress to natural Alzheimer (AL): Regress to natural 
diseasedisease

•• Rheumatoid Arthritis (RA): Regress to Rheumatoid Arthritis (RA): Regress to 
placeboplacebo

•• HIV: When compliance is low, regress to HIV: When compliance is low, regress to 
no treatment effect, due to viral resistanceno treatment effect, due to viral resistance
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Simulation Design for 3 DiseasesSimulation Design for 3 Diseases

•• AL: 2 groups (placebo and treatment), AL: 2 groups (placebo and treatment), 
regress to natural disease, same regress to natural disease, same 
compliance ratescompliance rates

•• RA: 2 groups (placebo and treatment), RA: 2 groups (placebo and treatment), 
regress to placebo, same compliance regress to placebo, same compliance 
ratesrates

•• HIV: 2 groups (QD and BID), regress to HIV: 2 groups (QD and BID), regress to 
natural disease, different compliance ratesnatural disease, different compliance rates
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What Expected from Simulations in What Expected from Simulations in 
Comparing Two Treatment GroupsComparing Two Treatment Groups
Incorporating the compliance as Incorporating the compliance as 

covariatecovariate
•• AL: compliance effect may not be AL: compliance effect may not be 

significantsignificant
•• RA: compliance effect may not be RA: compliance effect may not be 

significantsignificant
•• HIV: compliance effect may be significant HIV: compliance effect may be significant 
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AlzheimerAlzheimer
•• Pharmacodynamic (PD) and pharmacokinetic Pharmacodynamic (PD) and pharmacokinetic 

(PK) model ((PK) model (HolfordHolford and Peace 1992)and Peace 1992)
•• Alzheimer disease assessment scale (ADASC)Alzheimer disease assessment scale (ADASC)
•• Disease Progression ModelDisease Progression Model

S(t) = Baseline + Progression with time + PD(Active Drug S(t) = Baseline + Progression with time + PD(Active Drug 
PK) + PD(Placebo PK)PK) + PD(Placebo PK)





Rheumatoid ArthritisRheumatoid Arthritis
•• Pharmacodynamic (PD) and pharmacokinetic Pharmacodynamic (PD) and pharmacokinetic 

(PK) model (Lee et al. 2003)(PK) model (Lee et al. 2003)
•• Response: probability to achieving ACR20 (p)Response: probability to achieving ACR20 (p)
•• A logistic model contains exposure and timeA logistic model contains exposure and time

Logit(pLogit(p) = ) = LnLn (p/(1(p/(1--p)) = f(exposure, time) + errorp)) = f(exposure, time) + error
f(exposure, time) = f(exposure, time) = ffpp (placebo effect) + (placebo effect) + ffee (treatment effect)(treatment effect)



Placebo
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HIVHIV

•• Based on a HIV short term study (Based on a HIV short term study (OetteOette et et 
al. 2006)al. 2006)

•• Assume the same doses per day, but two Assume the same doses per day, but two 
treatment regimens (once per day vs. q12) treatment regimens (once per day vs. q12) 
with different compliance rateswith different compliance rates





Simulation ModelsSimulation Models

•• TimepointsTimepoints
–– AR(1) (AR(1) (ρρ)  and subject effect for within)  and subject effect for within--subject subject 

datadata
•• ComplianceCompliance

–– Percentage determined using a randomPercentage determined using a random--
effects withineffects within--patient modelpatient model

–– Noncompliance regresses the patient Noncompliance regresses the patient 
response toward natural history or placeboresponse toward natural history or placebo



Alzheimer 1000 Simulations (N=20)
Compliance Power
Perfect compliance 0.908
Median compliance = 0.95 and 10% = 0.35
Analysis without compliance (continuous) 0.683
Analysis with compliance 0.711

Alzheimer 1000 Simulations (N=29)
Compliance Power
Perfect compliance 0.98
Median compliance = 0.95 and 10% = 0.35
Analysis without compliance (continuous) 0.874
Analysis with compliance 0.887

Results of Simulations in Alzheimer



Rheumatoid Arthritis 1000 Simulations (N=20)
Compliance Power
Perfect compliance 0.98
Median compliance = 0.95 and 10% = 0.35
Analysis without compliance (continuous) 0.713
Analysis with compliance 0.726

Results of Simulations in Rheumatoid 
Arthritis



Results of Simulations in HIV

Comparison b/w 2 Groups P-Value < 0.05
Compliance not in analysis 21.30%

Compliance as a continuous covariate 4.20%
Compliance as a covariate using 0.7 defining bad and good 5%

Compliance as a covariate using 0.8 defining bad and good 4.80%
Compliance as a covariate using 0.9 defining bad and good 10.30%

(Null Hypothesis Testing with 1000 Simulations)
Median 0.95 and 10% = 0.35 vs Median 0.95 and 10% = 0.75



ResultsResults
•• NonNon--compliance affects the power, but in different levels compliance affects the power, but in different levels 

depending upon the disease progress and sample sizedepending upon the disease progress and sample size
•• When two groups with the same nonWhen two groups with the same non--compliance rates, compliance rates, 

the power is reduced.  Analyzing these data with the the power is reduced.  Analyzing these data with the 
compliance as a covariate cannot reach the same powercompliance as a covariate cannot reach the same power

•• When two groups with different compliance rates and the When two groups with different compliance rates and the 
same response rates, analyzing the data with the same response rates, analyzing the data with the 
compliance as a covariate can reach the same powercompliance as a covariate can reach the same power

•• Traditionally, we measure a single compliance rate for a Traditionally, we measure a single compliance rate for a 
subject and categorically class it.  We have to select the subject and categorically class it.  We have to select the 
category carefully and meaningfullycategory carefully and meaningfully



Efficient Simulation of Data with Efficient Simulation of Data with 
Kronecker Covariance StructureKronecker Covariance Structure

Let V1, …,Vp be independent (Tx1) vectors generated 
according to subject  effect/carryover effect model.  
Compute

W1 = c11 V1 + c12 V2 + … + c1p Vp
W2 = c21 V1 + c22 V2 + … + c2p Vp

…
Wp = cp1 V1 + cp2 V2 + … + cpp Vp

Where C = {cij} satisfies CC´ = Γ.  Then       

1W

W p

C o v
⎡ ⎤
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The The ““IdealIdeal”” Data SetData Set
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